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Abstract
Conventional downhole survey interpretation utilizes a straight raypath assumption from source to receiver, neglecting 
subsurface refractions along the travel path, which simplifies the estimation of shear wave velocity ( VS ) profiles and average 
velocity ( Vz

S
 ). Out of the most commonly used direct method (DM) and interval method (IM), IM is susceptible to sudden 

changes in subsurface stiffness due to high impedance contrast and anomalies, prompting the use of more detailed refracted 
raypath method (RRM) in such cases. However, RRM requires velocity of all the layers above the depth concerned. To avoid 
such dependency on the previous layers, a new interpretation approach combined direct interval method (CDIM) is proposed. 
The interfaces at impedance contrasts were observed to cause errors in VS estimation while using IM. A parametric model 
study was conducted with varying depths and magnitude of impedance contrasts. Model study and downhole data acquired 
from five test sites showed that the errors associated with VS estimation using CDIM are substantially lower than IM. The 
interval length for all the interpretation methods converges to the testing interval as the depth increases, which signifies that 
for greater depths and in the absence of high impedance contrasts in shallow depths, proposed CDIM offers a streamlined 
and fast interpretation, applicable for any geology and subsurface layering condition and can provide quick resolution of VS 
profiles.

Keywords  Shear wave velocity · Downhole test · Interval method · Direct method · Impedance contrast

Introduction

Small strain dynamic properties such as shear wave velocity 
( VS ) and in situ maximum shear modulus ( Gmax ) of the sub-
surface are essential in studying the influence of seismic and 
vibration load on the structures (Anomohanran 2013; Bajaj 
and Anbazhagan 2021, 2023; Bang et al. 2014; Boore et al. 
2021; Boore and Thompson 2007; Brown et al. 2002; Koedel 
and Karl 2020; Kumar and Anbazhagan 2023). These prop-
erties can be determined using seismic geophysical methods 
or laboratory tests. Geophysical methods enable to determine 
the in situ properties and their spatial variation required for 
geotechnical design and modeling through an integrated 
approach (Anbazhagan 2018; Anbazhagan et  al. 2022). 

Among the geophysical methods, borehole and surface-based 
methods are the two categories of seismic tests (Brown et al. 
2002; Darko et al. 2020; Garofalo et al. 2016a; b; Kim et al. 
2013). Borehole-based methods directly measure the veloci-
ties of waves traveling from the source to the receiver. Among 
the borehole methods, the downhole survey is an important 
geophysical exploration method and is instrumental in deter-
mining subsurface dynamic properties and seismic site class. 
Being a borehole-based method, the downhole survey esti-
mates wave velocities using the source-to-receiver distance 
and the arrival time of the wave to a receiver at the positioned 
depth (Bang et al. 2014; D7400-19 2019; Kim et al. 2004a; 
Stokoe et al. 2008). Additionally, samples during borehole 
drilling are collected and can be further assessed using labo-
ratory investigations (Daraei et al. 2024). The test is easy to 
perform with a wooden beam and sledgehammer as source. In 
recent times, more extensive investigations have been carried 
out for critical infrastructure facilities such as oil wells and 
nuclear research laboratories (Daraei et al. 2024; Di Fiore et al. 
2020; Naville et al. 2004; Stokoe et al. 2017; Vergniault and 
Mari 2020). Downhole surveys have been extensively used 
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for site classification, deep velocity profiling and near-surface 
fault mapping in geotechnical earthquake engineering stud-
ies (Boore 2016; Boore and Asten 2008; Brown et al. 2002; 
Campbell and Boore 2016; Kumar and Anbazhagan 2023, 
2025; Li 2008; Moffat et al. 2016; Stokoe et al. 2008, 2017; 
Wang et al. 2022). Besides the conventional uses, downhole 
survey has also been used for identification of weathered 
layer and sinkholes (Daraei et al. 2024) and stability analysis 
of reclaimed land (Wang et al. 2021a; b). These studies have 
contributed in development of test procedure and interpreta-
tion methods tailored to site-specific requirements (Boore and 
Thompson 2007; Di Fiore et al. 2020; Kumar and Anbazhagan 
2023; Stokoe et al. 2017; Stolte and Cox 2020; Wang et al. 
2021b). The improvement in downhole test procedures and 
interpretation methods assisted with easy workability has led 
to the widespread popularity of downhole tests (Anomohanran 
2013; Bautista and Aguilar 2023a; Butcher et al. 2005; Kim 
et al. 2004b; Wang et al. 2021a).

Downhole test results are commonly used to determine 
average shear wave velocities for site classification (Boore 
and Thompson 2007; Kumar and Anbazhagan 2023). With 
the development of interpretation techniques, the test is now 
used for detailed VS profiling with high resolution (Bang 
et al. 2014; Kim et al. 2004b). Among the several reduction 
methods available for downhole tests, the two most used 
ones are the direct method (DM) and the interval method 
(IM). These two methods are extensively used in the inter-
pretation of the downhole tests. DM results in an average VS 
profile between the two interface depths in the subsurface. 
This profile neglects any sudden changes or thin anoma-
lies in the subsurface. A major concern with the use of the 
IM is that it does not consider the realistic time difference 
and length of travel path between two subsequent depths 
for the calculation of VS . This problem often leads to nega-
tive or unexpectedly high VS values in the presence of high 
VS contrasts and thin subsurface VS anomalies/layer (Hallal 
and Cox 2019; Kim et al. 2004b). Conversely, the direct 
method neglects the sudden or sharp changes in the VS pro-
file between two interfaces and results in an average VS pro-
file (Bautista and Aguilar 2023a; D7400-19 2019; Fernandez 
et al. 2008; Hallal and Cox 2019; Kim et al. 2004a; Kumar 
and Anbazhagan 2023). For higher accuracy and more real-
istic resolution of VS profile, the refracted raypath method 
(RRM) is used in such critical scenarios (Bang et al. 2014; 
Boore and Thompson 2007; Kim et al. 2004a). However, 
RRM works only in order of increasing depth, i.e., first, 
the VS of the shallower layer is calculated, followed by the 
deeper layer. Moreover, RRM requires an iterative procedure 
with boundary conditions, such as Snell’s law to calculate 
VS , and becomes computationally intensive. The VS profiles 
obtained from these methods depend upon the sensitivity 
and robustness of the coded algorithm used during the inver-
sion procedure. Any error induced in the VS of a shallower 

layer will be carried forward to the deeper layers. A simple 
method of interpretation, which is combined direct and inter-
val method (CDIM) to remove the dependency on the upper 
layers for VS estimation is proposed in this study. The effi-
cacy of this method is studied using the two-layer subsurface 
model with varying magnitude and depth of VS contrast, and 
further the VS values obtained from field downhole surveys 
at five distinct locations using CDIM are compared with the 
RRM, IM and DM to assess its applicability in various litho-
logical conditions. A major influencing factor on VS calcula-
tion is the interval travel length considered in the interpreta-
tion procedure. Interval travel lengths for RRM, IM and DM 
are calculated to study its influence on the VS determination 
as the waves travel through different interfaces.

Downhole test procedure

The downhole test is faster and more economical compared 
to the more detailed crosshole survey and provides better 
resolution than the surface wave methods. The standard 
procedure of the test follows ASTM (D7400-19 2019). The 
test utilizes an impact-based or vibration source to generate 
P- and S-waves on the surface (Kim et al. 2004a; Stokoe 
et al. 2008, 2017). A static load is placed on the source to 
ensure firm contact between the source and the ground. A 
vertical impact on a metal plate is used to generate P-waves, 
whereas a horizontally polarized excitation is used to gener-
ate horizontally polarized (SH) shear waves. In this study, 
the impact-based source included a horizontal wooden 
plank with steel end caps upon which a vertical static load 
is placed and a sledgehammer. Borehole geophone receiv-
ers BGK7 or BGK7 with directional control from Geoto-
mographie GmBH were installed vertically with depth in 
the borehole and moved further after each record. Geode 
seismograph from Geometrics Inc. was used to record and 
digitize seismic waves. Waves were recorded at 0.125 ms 
sampling interval for a total record length of 1 s. Figure 1 
shows the generation, travel path and particle motion of 
P- and S-waves in a typical downhole survey. As shown in 
Fig. 1, SH wave is captured best at the horizontal geophone 
oriented parallel to the particle motion or normal to the wave 
propagation direction, and P-wave is captured best by the 
vertical geophone (Roblee et al. 1994).

The arrival time of S-waves was determined using 
crossover method, which utilizes the polarity reversal 
characteristics of S-waves (Anbazhagan and Halder 2025; 
D7400-19 2019; Kim and Park 2002; Michaels 2001; 
Stokoe et al. 2008). Particle motion during the S-wave 
traverse follows the excitation polarity, and the direction 
of motion of particles reverses if the excitation direction is 
reversed. Thus, two oppositely polarized waveforms (gen-
erated using forward and reverse shots in Fig. 1) are used 
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to determine S-wave arrival at a geophone stationed at a 
depth. Waveform polarity reversal is also accompanied 
by a reduction in frequency and an increase in amplitude 
(D7400-19 2019). Digital filters such as low-pass, high-
pass and band-pass are often used to filter out the ambi-
ent vibrations, and mechanical and electrical interference 
is used from the signal. Typically, one of the horizontal 
geophones is oriented parallel to the direction of S-wave 
excitation for easy identification of S-wave arrival. In the 
absence of the direction of orientation of the geophone, 
principal component analysis is utilized to determine 
its orientation with respect to the source (Kim and Park 
2002; Michaels 2001). Figure 2 shows a typical example 

of arrival time selection for SH-waves using forward and 
reverse excitation in the downhole survey.

Data reduction techniques for downhole 
tests

The downhole method interprets the velocity of body waves 
in the subsurface by measuring the arrival time of waves 
from the source to the receiver at different depths. After 
arrival times at all the depths are determined, a waterfall plot 
of depth versus arrival time is plotted and further used for 
velocity estimation. Common methods for interpretation are 
the direct method and interval method. Both methods do not 
consider refraction in the subsurface and assume a straight 
travel path from the source to the receiver. This assumption 
leads to quick determination of velocity profiles; however, 
it also causes misjudgment of velocity values at interfaces 
and anomalies, particularly in shallow depths (D7400-19 
2019; Hallal and Cox 2019; Kim et al. 2004b). RRM is used 
to consider refractions at the layer interfaces, which gives a 
more realistic estimate of velocity (Bang et al. 2014; Boore 
and Thompson 2007; Kim et al. 2004b).

Direct method

The direct method is useful when the source-to-receiver 
distance is small, so the subsurface refraction can be neglected, 
and a straight raypath assumption stays valid (Bautista and 
Aguilar 2023b). First, the arrival time (t) is converted to the 
corrected arrival time ( tC ) to project the travel path on the 

Fig. 1   Generation of P- and S-waves in seismic downhole test, wave 
paths marked in hatched lines and particle motion in solid lines with 
arrows

Fig. 2   Arrival times marked 
for typical S-wave signals in 
the downhole test using the 
crossover method. Forward 
and reverse waveforms are 
shown in solid and dashed lines, 
respectively
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depth scale and thus remove the influence of refraction (Bang 
et al. 2014; Kim et al. 2004a; Stokoe et al. 2008) as shown in 
Fig. 3. The waterfall plot of corrected travel time versus depth 
is divided into several segments, and the slope of the linear 
plot between the two interfaces gives the VS of the segment 
in between. This method results in an average VS value for a 
subsurface layer between two interfaces. This can be helpful in 
the case of deeper deposits where a high-resolution profile is 
not desired and an average VS profile will suffice (Kumar and 
Anbazhagan 2023; Stokoe et al. 2008). The workflow of the 
direct method is described in Eq. 1 and Fig. 3.

where Δd is the change in depth, and ΔtC is the change in 
the corrected arrival time.

The interfaces using the direct method can be selected 
manually from the borelog or from the plot by observing the 
linear trends between corrected arrival time and depth. A few 
algorithms have also been developed recently to automatically 
select interfaces to avoid ambiguity in interpretation (Bang 
et al. 2014; Boore and Thompson 2007).

Interval method

The interval method calculates VS between the two depths by 
considering the differences in travel time and travel path length 
between them.

(1)VS =
Δd

ΔtC
; tC = t

d

R
,

(2)VS =

(

R2 − R1

)

(

t2 − t1
) ,

where R1 and R2 are the inclined distance to depth d1 and d2 , 
respectively, t1 and t2 are arrival times of S-wave at d1 and 
d2 (Fig. 4).

The interval method is useful when a high-resolution 
VS profile is needed where velocity at each depth is known 
individually. However, this method does not work when the 
arrival time at any depth is less than the previous depth or 
the difference in arrival time between two successive depths 
is very small. In such cases, the velocity estimate turns out 
to be negative or unrealistically high (D7400-19 2019; Hal-
lal and Cox 2019; Kim et al. 2004b). An example of such a 
case is discussed in this section. A 5-m deep model shown 
in Fig. 5a consists of an increasing VS profile with change 
in VS at every 1 m depth. The top 1 m of subsurface has VS 
of 100 m/s with an increase of 50 m/s with each interface. 
The last layer between 4 and 5 m has VS of 300 m/s. Seismic 
source is considered at a distance of 3 m from the bore-
hole. The acquisition depth interval is taken as 1 m. When 
source is placed at sufficiently large distances, the change in 
VS in shallow depths can lead to critical refraction at inter-
face which can lead to head wave arriving at the receiver 
before the direct wave (Butler and Curro 1981; Daraei et al. 
2024; Hallal and Cox 2019; Vergniault and Mari 2020). Fig-
ure 5b–d shows the arrival time of the head wave and direct 

Fig. 3   Illustration of the direct method a Correction in arrival time b 
VS as slope of segments in corrected time-depth plot (after Kim et al. 
2004a)

Fig. 4   Illustration of the interval method (D7400-19 2019; Hallal and 
Cox 2019; Kim et al. 2004a)
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wave at 1 m and 2 m depth, which infer that head wave can 
mask the arrival of direct wave. Figure 5b also shows the 
arrival times at 0.1 m depth interval to highlight that arrival 
times show a sudden reduction at the interface and that can 
influence the interpretation using IM. In the case of direct 
wave measurement, the arrival time at 2 m can be seen as 
less than the arrival time at 1 m. Two VS profiles, first deter-
mined using arrival time of critically refracted head waves 
(IM profile 1) and second (IM profile 2) from arrival time 
of direct waves are shown in Fig. 5e. IM profile 1 interprets 
high VS (~ 700 m/s) above the interface, while IM profile 2 
shows negative VS at 2 m and VS of ~ 1000 m/s at 3 m. Thus, 
IM can lead to misjudgment of stiffness and fluctuations in 
VS profile around interfaces.

Any estimate of VS needs the time of travel of the S-wave 
and the length of travel between the two depths. For this 
purpose, the interval method considers the difference in 
raypath lengths ( R2 − R1 ) and total travel times ( t2 − t1 ), 
which is not an accurate representation. Moreover, the 
influence of the shallower layers is not considered in the 
calculation of VS of the following layers (Bang et al. 2014; 
Kim et al. 2004b).

Refracted raypath method

The refracted raypath method evaluates travel path and time 
for seismic wave in each layer before reaching the receiver 
by including subsurface refraction while estimating the 
VS values for different layers (Bang et al. 2014; Bautista 
and Aguilar 2023b; Joh and Mok 1998; Kim et al. 2004b; 
Mok et al. 1989; Wang et al. 2021b). Snell’s law is used to 
calculate the VS values for the next layer after any interface. 
Another boundary condition with the distance of the source 

to the receiver being kept constant is applied (Bang et al. 
2014; Kim et al. 2004b; Mok et al. 1989). Then, the VS of 
any layer is calculated with Eq. 3.

where VSi = VS of the current layer, Lii = raypath length in 
the jth layer during measurement at ith depth, ti,j = interval 
travel time in jth layer during measurement at ith depth.

As shown in Eq. 3 and Fig. 6, the estimation of VS using 
RRM includes VS of all the subsurface layers above the ith 
layer. The interval raypath length ( Lij ) in each layer cannot 
be calculated directly using the direct travel path, rather its 
estimation will depend upon the VS of the current layer as 
well as the previous layers as evident from Eq. 3.

Combined direct and interval method

As discussed above, conventional interpretation methods 
(DM and IM) have issues with overestimating or 
underestimating velocities. Further, RRM needs the estimate 
of VS of upper layers to determine VS of a particular layer, 
and the results are highly dependent on the initial input 
values (Wang et  al. 2021b). This includes an iterative 
procedure to solve equations and boundary conditions, and 
any error encountered in one layer will also propagate to the 
deeper layers as well. Hence, here, an alternate method is 
proposed by combining direct and interval methods, which 
is called the combined direct and interval method (CDIM). 
As given in Eq. 1, the direct method estimates VS as the slope 
of corrected travel time vs depth plot. Here, Δd and ΔtC 
are dependent upon the selection of interfaces. However, if 

(3)VSi =
Lii

tii
=

Lii

ti −
∑ Lij

VSj

,

Fig. 5   Illustration of ambiguity 
associated with interval method 
a model profile, b arrival time 
at different depths, along with 
arrival times obtained at 1 m 
depth interval, c two possible 
arrival times at 1 m depth due 
to change in VS , d two possible 
arrival times at 2 m depth 
due to a change in VS e two VS 
profiles showing ambiguity in 
VS profiles from IM due to high 
VS before interface in one and 
negative VS followed by high VS 
in second profile
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we keep reducing these two parameters, the direct method 
will eventually converge to a form of interval method with 
Δd → Δdi.

(4)VSi = lim
Δd→Δdi

Δd

Δtc
=

Δdi

ΔtCi
=

(

di − di−1
)

(

tci − tc(i−1)
) .

Corrected time ( tC ) is estimated considering the vertical 
projection of the inclined travel path, which is the depth. 
Hence, Eq. 4 represents the interval method in the corrected 
time domain in the vertical direction. This alternate form 
does not require the calculation of VS of any of the upper 
layers and can directly result in VS of the ith layer (Fig. 7).

Figure 7 presents the derivation of the CDIM from the 
interval method discussed above. Same VS can be obtained 
with and without considering the influence of VS values of 
the previous layers. Equations A and B in Fig. 7 show both 
independence and dependence of VS estimation upon the 
previous layers. To dive deeper into the efficacy of CDIM 
to determine VS profiles, a simple subsurface model with 
two-layer subsurface is studied under varying magnitude 
and depth of VS contrast. Further, field data from downhole 
surveys at five test locations are discussed.

Model study

Three subsurface models, each consisting of two layers 
are considered to study the effect of change in subsurface 
stiffness on VS determination using IM and the proposed 
CDIM. The direct method (DM) is not considered here as 
two layers have constant VS and DM would result in the 
same VS as the model. The first layer has a VS of 200 m/s 
( VS1 ), whereas VS of the second layer ( VS2 ) is varied from 
100 to 600 m/s to determine the errors obtained in IM and 
CDIM in estimating VS at interfaces. Snell’s law is used to 
determine the arrival times for the three models at a testing 
depth interval of 1 m, with a source distance of 2 m.

The first model contains two layers of a total depth of 5m 
with an interface at 3 m depth (Fig. 8). The arrival times 
for S-waves are plotted in Fig. 8a. The VS profiles from IM 
and CDIM are compared against the model for relative error 
at the depths below the interface (4 m and 5 m). Critical 
refraction at the interface for VS2 ≥ 400 m/s was observed; 
hence for these VS2 values, errors above interface at 3 m 
depth is also evaluated. The VS profiles from IM and CDIM 
are shown in Fig. 8b and c. As evident from Fig. 8b, the first 

Fig. 6   Illustration of refracted raypath method (RRM) (based on Kim 
et al. 2004a)

Fig. 7   Combining direct and 
interval methods for downhole 
interpretation
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record below the interface is highly prone to misinterpreta-
tion, with an estimate of VS2 reaching 1300 m/s for model 
VS2 600 m/s. IM shows a high error of over 20% when VS2 is 
300 m/s, and the error increases to 60% for VS2 = 400 m/s, 
95% for VS2 = 500 m/s and 120% for VS2 = 600 m/s. When 
VS2 < VS1 , the error at 4 m depth from IM profile is between 
5 to 10% and VS2 is underestimated. The second acquisition 
depth below the interface shows smaller errors when VS2 
exceeds VS1 , however for higher  VS contrasts the error at 
5m reaches 22%. For VS2 = 600 m/s, error above interface 
is about 16%. CDIM shows negligible error at 4m depth 
for VS2 < VS1 conditions; the error is well within 20% up 
to VS2 = 500 m/s, and increases to 37% for VS2 = 600 m/s. 
The maximum error above the interface is observed to be 
10% at VS2 = 600 m/s. Thus, the error in the CDIM is con-
fined just below the interface for high VS2 contrast, while the 
error in IM can be observed above the interface as well and 
also propagates to the second depth of acquisition below the 
interface. The comparison of errors from IM and CDIM is 
summarized in Fig. 8d.

The second model consists of two layers of a total depth 
of 10 m with an interface at 8 m depth (Fig. 9). Figure 9a 

shows arrival time for S-wave for the model for different VS2 
values. VS profiles from Fig. 9b and c show that errors have 
significantly reduced compared to model 1 even for higher 
VS2 values as the interface depth has increased. At 9 m, the 
errors from IM reach 22% for VS2=600 m/s, while from 
CDIM it barely exceeds 8%. Errors observed in the estima-
tion of VS2 from IM and CDIM are summarized in Fig. 9d.

The third model consists of a two-layer system with a 
total depth of 15 m and an interface at 13 m depth (Fig. 10). 
Arrival time for S-waves at different depths, VS profile from 
IM and VS profile from CDIM are shown in Fig. 10a–c, 
respectively. Figure 10d shows the improvement obtained 
over IM using CDIM in model 3. It is clear that with the 
increase in depth of the interfaces, the errors in both IM 
and CDIM have reduced and fallen within the 10% margin. 
CDIM shows much lower errors with most of them confined 
less than 2%, while IM still shows up to 8% deviation from 
the model. For lower VS2 values, both IM and CDIM result 
into similar VS profiles.

This model study results in two observations. First, the 
influence of interfaces reduces with depth, and second, 
the CDIM estimates VS with significantly less error when 

Fig. 8   Model 1, a arrival time at different depths with depth interval 1 m, b VS profiles from IM, c VS profiles from CDIM and d errors in IM and 
CDIM profiles relative to RRM
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compared to IM. One instance of high error from CDIM is 
noted when VS2 increases to three times VS1 in shallow depth. 
The following section discusses the application of CDIM 
using field data acquired from downhole tests.

Field testing and application of CDIM

After the model discussed above established the efficacy of 
CDIM, field test data were analyzed to observe its perfor-
mance against IM in various subsurface conditions. Since 
CDIM is proposed as a simplified procedure, for analysis 
purposes VS profile from RRM is considered as a reference 
profile as RRM involves VS estimation using refracted ray-
paths and application of Snell’s law. The errors in CDIM and 
IM are compared against the change in VS at interfaces, as 
discussed in the previous section as well. Figure 11 shows 
the subsurface lithology determined at the downhole test 
locations.

Test site C9 is a coastal alluvial deposit with silty sand 
and clayey subsurface deposits underlain by a shale rock 
stratum. Test site BBSR5 consists of cemented lateritic 

formations. Test site CTR1 lies in the residual deposit region 
with predominantly silty strata over gneiss and charnockite 
layers. Test site TCN is in a coastal alluvial deposit close 
to the seashore with silty sand underlain by weathered 
sandstone and limestone strata. Test site B4 lies in a residual 
soil region with silty sand as predominant sediment with 
gneiss and granitic bedrocks. The source distance at the 
test locations varied between 2 to 3 m, based on the space 
availability near the boreholes. A wooden beam of length 
2 m, capped at the end with steel plates, was used as the 
source. A sledgehammer was used for impact at the ends of 
the beam. A surcharge weight was used to keep the beam in 
position to ensure contact between the beam and the ground.

Discussion on field experiments

Error in V
S
 estimation by DM, IM and CDIM

For the estimation of VS profiles, the arrival times of 
S-wave at different depths were determined from the 
crossover method as discussed previously. The arrival 

Fig. 9   Model 2, a arrival time at different depths with depth interval 1 m, b VS profiles from IM, c VS profiles from CDIM and d errors in IM and 
CDIM profiles relative to RRM
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times were then corrected for the vertical direction and 
further VS was estimated using the DM, IM and CDIM. 
For VS estimation from DM, a threshold of 0.99 for R2 
was considered in corrected time-depth plot for interface 

selection. VS from the RRM was also calculated to consider 
the accurate travel paths in the subsurface and obtain the 
deviation of both IM and CDIM from RRM.

Fig. 10   Model 3, a arrival time at different depths with depth interval 1 m, b VS profiles from IM, c VS profiles from CDIM and d errors in IM 
and CDIM profiles relative to RRM

Fig. 11   Borelogs at five test locations
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At test location C9, there are layers of sandy soil up to 
13 m, followed by weathered charnockite rocks. The source 
distance was kept at 2.3 m. The arrival time versus depth 
plot shows the presence of a low VS layer in the top 5m, 
below which the VS increases (Fig. 12a). In shallow depths, 
the VS plots from IM and CDIM show minor differences 
(Fig. 12c); however, at deeper depths beyond 10m, both are 
almost equal. DM results into an average profile which does 
not capture the sudden changes in VS with depth (Fig. 12b). 
When comparing VS from RRM with VS from CDIM, VS pro-
files from both methods result in almost similar values. The 
depths where the interval method resulted in much higher 
values, CDIM is giving closer values to RRM (Fig. 12d). 
The interval method is unable to fully resolve VS at the 
depths with a high VS contrast. As the depth increases, VS 
profiles from the three methods result in similar VS profiles. 
Figure 12e shows the errors observed in VS profiles from 
CDIM, DM and IM when compared to RRM. As evident 
from VS profiles as well, errors from IM in shallow depths 
are high ranging up to 30%. Similarly with DM, the errors 
are over 20% within 10m and below 20 m where fluctuations 
in VS profiles are observed.

At test location BBSR5, the subsurface is cemented lat-
erite which has zero rock quality designation (RQD)(Deere 
and Deere 1988) throughout depth. The source distance at 
this site was 2.8 m from the borehole. Figure 13a shows the 
arrival time graph, with low time intervals at 2 m, 4 m and 
14 m. As shown in Fig. 13b–d, IM shows three spikes in 
VS values, out of which only one is observed in RRM and 
CDIM. DM shows average VS for the depths between the 
interfaces, which are off from RRM profile by over 10% in 
most depths (Fig. 13e). At 14m depth, such high VS value is 
probably a result of the local presence of weathered rocks 

or gravel mix, resulting in the low difference in arrival time 
from the previous layer. Throughout the depth, RRM and 
CDIM result in similar  VS profiles, whereas the Interval 
method has high deviations from RRM in shallow depth and 
at the noted high impedance contrast. Error in the estimation 
of VS from IM exceeds 100% at 2 m depth and is close to 
50% at 4 m depth. As discussed previously, the errors from 
DM go as high as 30–40% at some depths.

At the test location CTR1, the subsurface consists of 
sandy silt soil layers followed by weathered gneiss and char-
nockite deposits. A source distance of 3 m from the receiver 
borehole was adopted. The arrival time for the first three 
recording depths shows a decreasing trend and then starts 
increasing (Fig. 14a). Thus, in shallow near-surface profiles, 
IM results in negative VS values, whereas CDIM profiles 
compare well with the RRM profile (Fig. 14b, d). VS from 
DM mostly stays within 10% error (Fig. 14c). Figure 14e 
shows the errors observed in VS profiles from CDIM, DM 
and IM when compared to RRM. The negative VS values 
at 2 m and 3 m depth lead to high errors in IM, whereas VS 
from CDIM stays within 10% of RRM.

At the test location TCN, the borelog shows the presence 
of a silty sand alluvium layer followed by layers of sedi-
mentary rocks, like sandstone and limestone, present in a 
weathered state. The source was placed at 3 m distance from 
the borehole. At 2 m depth, the arrival time is less than the 
arrival time at 1 m, hence IM results in negative VS (Fig. 15a, 
b), which further leads to negative VS at 3 m (Fig. 15b). Fur-
ther, at all the depths, IM overestimates VS , most notably at 
4 m and 6–10 m. Between 5 and 15 m depths, DM compares 
well with RRM due to a uniform VS value (Fig. 15c) but 
misses the increase in VS toward the end of the profile. Com-
pared to RRM, CDIM results in similar VS except a minor 

Fig. 12   a Arrival time of S-waves at different depths at C9; CDIM profile compared against, b DM, c IM and d RRM and e % error observed in 
DM, IM and CDIM when compared to RRM
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deviation at 2 m depth where the arrival time reduction is 
noted (Fig. 15d). Figure 15e shows the errors observed in VS 
profiles from CDIM, DM and IM when compared to RRM. 
At 2 m depth, due to negative VS from IM the associated 
error is as high as 300%. Subsequent depths show smaller 
errors but still between 10 and 30%. DM also shows errors 
over 20% in shallow depths and below 15 m.

The test site at B4 consists of silty sand followed by 
weathered gneiss rock formations. The source was placed 
at 3.45 m from the borehole. Because of the very low time 
interval in arrival time from 1 to 3 m, IM results in very high 
VS values from 1 to 3 m (Fig. 16a, c). Below 5 m depth, VS 
values from IM are higher compared to CDIM or RRM. The 

continuous increase and decrease in VS profile is captured 
by RRM and CDIM as well but IM shows higher VS values 
(Fig. 16b–d). DM shows more intermediate VS values which 
are average between two interfaces (Fig. 16b). Figure 16e 
shows the errors observed in VS profiles from CDIM, DM 
and IM when compared to RRM. Due to high VS estimated 
at 2 m and 3 m depth, the associated errors exceed 100% in 
IM. Similarly, DM cannot capture the  fluctuating VS profile,  
and shows 10–30% error in estimation.

From these five field studies, it can be observed that the 
interval method is very sensitive to the difference between 
the arrival time at two subsequent depths and leads to very 
high and often negative VS values at high VS contrasts and 

Fig. 13   a Arrival time of S-waves at different depths at BBSR5; CDIM profile compared against b DM, c IM and d RRM and e % error 
observed in DM, IM and CDIM when compared to RRM

Fig. 14   a Arrival time of S-waves at different depths at CTR1; CDIM profile compared against b DM, c IM and d RRM e % error observed in 
DM, IM and CDIM when compared to RRM
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thin layered high VS anomalies. However, this observation 
is mostly confined to the shallow depths. When comparing 
both IM and CDIM profiles with DM, CDIM results are 
closer to DM as CDIM is derived from DM by converging 
the thickness of a soil segment to the depth interval. Another 
important finding is the convergence of both IM and CDIM 
profiles with RRM profile within a 10% error margin (mostly 
within 5%) as the depth increases.

In these field investigation, RRM profiles are used as ref-
erence, since RRM considers refraction and influence of all 
the subsurface layers above to estimate VS . In all these field 
studies, CDIM compares well with RRM, which ascertains 
the reliability of CDIM and CDIM is computationally much 
less extensive than RRM. Test results at C9, TCN and B4 

are also compared with available crosshole data in Fig. 17. 
At C9 (Fig. 17a), crosshole shows lower VS than the DH pro-
files in 5m to 15m depth range, which consists of fine-rich 
alluvial deposits. The difference in VS is quite high and is 
also discussed in Kumar and Anbazhagan (2025). VS profiles 
from DH and crosshole agree well at TCN (Fig. 17b) and 
B4 (Fig. 17c).

Interval travel lengths for RRM, IM and CDIM

The interval travel length considered between the two 
depths directly affects the further estimation of VS . With the 
increase in depth, the raypath becomes nearly vertical, and 

Fig. 15   a Arrival time of S-waves at different depths at TCN; CDIM profile compared against b DM, c IM and d RRM and e % error observed 
in DM, IM and CDIM when compared to RRM

Fig. 16   a Arrival time of S-waves at different depths at B4; CDIM profile compared against b DM, c IM and d RRM and e % error observed in 
DM, IM and CDIM when compared to RRM
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the interval travel length between the two depths becomes 
equal to the depth interval. Figure 18 shows the different 
interval travel lengths and their variation with depth at 
the five test locations. The interval lengths shown are the 
lengths of inclined raypath in the ith layer ( Ri,i ), the length 
of refracted raypath in the ith layer ( Li.i ) and the difference in 
inclined raypath lengths ( Ri,Ri−1 ) between ith and (i − 1)th 
depth ( ΔRi ). The interval lengths converge to the depth inter-
val beyond 10 m in all the field locations, except B4 where it 
occurs after 12 m. The maximum difference in the interval 
length is observed at the second depth of acquisition, where 
IM is applied for the first time. Interval travel length for 
CDIM will be Δd which is constant for all the depths. The 
interval lengths from the three estimates are the same for the 
first depth as the direct raypath length from the source to the 
first depth of acquisition.

The interval path length changes at higher depths if a thin 
layer of high impedance contrast is observed, as in BBSR5 
at 14–15 depth and at several depths at B4. Otherwise, the 
interval travel length remains close to the interval depth. 

As discussed earlier as well, the interval travel lengths are 
affected more by refraction in the shallow depths and much 
less in the deeper depths. This observation also reinforces the 
finding that shallow depth is more susceptible to changes in 
VS profiles with the change in interpretation method. With an 
increase in depth, the VS profiles become less susceptible to 
such changes. Thus, VS profiles from different interpretation 
methods will eventually converge at higher depths.

Conclusions

This study discusses the application of the interval method 
and direct method for interpreting downhole data. The 
direct method was modified to obtain a form of interval 
method for better interpretation of downhole tests for VS 
profiles. In shallow depths, the interval method showed 
errors in VS estimation which was improved by considering 
the combination of direct and interval method, i.e., CDIM. 
More detailed refracted raypath method (RRM) involves the 

Fig. 17   Comparison of all DH 
profiles against crosshole data at 
a C9, b TCN and c B4

Fig. 18   Interval travel lengths at different depths obtained from considering different travel paths: inclined ( Rij ), refracted ( Lij ) and inclined dif-
ference ( ΔRi ) at test locations
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calculation of raypath length and time of travel in each layer 
above the concerned layer, which is not needed for CDIM 
and the VS can be estimated directly by correcting the arrival 
time for depth in the vertical direction. Thus, VS profiles 
can be determined with much ease and sufficient accuracy. 
The efficacy of CDIM was validated by three model studies 
and five field downhole studies. When compared with RRM, 
CDIM resulted in fairly accurate VS profiles within 10% error 
margin (which in most cases is less than 5%) and is observed 
to be a simplified reduction procedure with much less time 
complexity. In the presence of high impedance contrasts 
and VS anomalies in the shallow depths, CDIM results in 
small deviations from RRM. With increasing depth, VS 
profile from CDIM is affected only due to high impedance 
contrast, which is also reflected in the interval travel lengths 
measured. As the depth increases, IM, RRM and CDIM 
lead to almost equal interval travel lengths as the raypaths 
become vertical, and interval travel lengths converge to 
depth interval. Another observation in the case of IM was 
that the interval travel length is least for the second depth of 
acquisition, and then it increases and approaches the value of 
depth interval, whereas for RRM, it shows a decreasing trend 
from the maximum at the first depth to the depth interval 
magnitude after a certain depth. This finding supports the 
observation of similar VS values at greater depths.
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